The neural basis of the blood-oxygen-level-dependent functional magnetic resonance imaging signal
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Magnetic resonance imaging (MRI) has rapidly become an important tool in clinical medicine and biological research. Its variant functional magnetic resonance imaging (fMRI) is currently the most widely used method for brain mapping and studying the neural basis of human cognition. While the method is widespread, there is insufficient knowledge of the physiological basis of the fMRI signal to interpret the data confidently with respect to neural activity. This paper reviews the basic principles of MRI and fMRI, and subsequently discusses in some detail the relationship between the blood-oxygen-level-dependent (BOLD) fMRI signal and the neural activity elicited during sensory stimulation. To examine this relationship, we conducted the first simultaneous intracortical recordings of neural signals and BOLD responses. Depending on the temporal characteristics of the stimulus, a moderate to strong correlation was found between the neural activity measured with microelectrodes and the BOLD signal averaged over a small area around the microelectrode tips. However, the BOLD signal had significantly higher variability than the neural activity, indicating that human fMRI combined with traditional statistical methods underestimates the reliability of the neuronal activity. To understand the relative contribution of several types of neuronal signals to the haemodynamic response, we compared local field potentials (LFPs), single- and multi-unit activity (MUA) with high spatio-temporal fMRI responses recorded simultaneously in monkey visual cortex. At recording sites characterized by transient responses, only the LFP signal was significantly correlated with the haemodynamic response. Furthermore, the LFPs had the largest magnitude signal and linear systems analysis showed that the LFPs were better than the MUAs at predicting the fMRI responses. These findings, together with an analysis of the neural signals, indicate that the BOLD signal primarily measures the input and processing of neuronal information within a region and not the output signal transmitted to other brain regions.
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1. INTRODUCTION
Modern in vivo imaging is one of medicine’s most exciting success stories. It has optimized diagnostics and enabled us to monitor therapeutics, providing not only clinically essential information but also insight into the basic mechanisms of brain function and malfunction. Its recently developed functional variant has had an analogous impact in a number of different research disciplines ranging from developmental biology to cognitive psychology.

In the neurosciences, imaging techniques are indispensable. Understanding how the brain functions requires not only a comprehension of the physiological workings of its individual elements, that is its neurons and glia cells, but also demands a detailed map of its functional architecture and a description of the connections between populations of neurons, the networks that underlie behaviour. Furthermore, the functional plasticity of the brain, that is reflected in its capacity for anatomical reorganization, means that a mere snapshot of its architecture is not enough. Instead, we need repeated, conjoined anatomical and physiological observations of the connectivity patterns at different organizational levels. In vivo imaging is an ideal tool for such observations, and is currently the only tool that can link perception, cognition and action with their neural substrates in humans.

In this review, I will first very briefly describe the history and basic principles of modern imaging techniques, and then concentrate on the application of MRI to the study of the monkey brain. Emphasis will be placed on fMRI at high spatio-temporal resolution and its combination with electrophysiological measurements. Finally, the neural origin of the BOLD contrast mechanism of fMRI will be discussed.

2. BASIC PRINCIPLES AND HISTORY
(a) Neuronal activity, energy metabolism and brain imaging
Most current imaging techniques, in particular those used to assess brain function, capitalize on the interconnections among CBF, energy demand and neural activity. It is therefore worth devoting a few paragraphs to an introduction of some basic concepts. Although comprising only
2% of the total body mass, the brain receives 12–15% of the cardiac output and consumes ca. 20% of the oxygen entering the body (Siesjo 1978). The energy requirement of the brain, or the CMR, is usually expressed simply in terms of oxygen consumption (CMRO₂). This simplification is possible because ca. 90% of the glucose (5 mg kg⁻¹ min⁻¹) is aerobically metabolized, and therefore parallels oxygen consumption. CMRO₂ is proportional to neural activity and is four times greater in grey than in WM. At rest, the brain consumes oxygen at an average rate of ca. 3.5 ml of oxygen per 100 g of brain tissue per minute (Siesjo 1978; Ames 2000). Approximately 50–60% of the energy produced by this consumption supports electrophysiological function, as large amounts of energy are required for the maintenance and restoration of ionic gradients and for the synthesis, transport and reuptake of neurotransmitters (Siesjo 1978; Ames 2000). The remainder of the energy is used for cellular homeostatic activities, including the maintenance of the neuron’s relatively large membrane mass.

The brain’s substantial demand for substrates requires the adequate delivery of oxygen and glucose via the CBF. The space constraints imposed by the non-compliant cranium and meninges require that the blood flow be sufficient without ever being excessive. It is hardly surprising, then, that there are very elaborate mechanisms regulating the CBF and that these mechanisms are closely coupled with regional neural activity.

Angelo Mosso (1881) first demonstrated the correlation between energy demand and the CBF. He measured brain pulsations in a patient who had a permanent defect in the skull over the frontal lobes. Mosso (1881) observed a sudden increase in pulsation, presumably due to an increase in the flow, immediately after the patient was asked to perform simple arithmetic calculations. Interestingly, there was no concomitant increase in the patient’s heart rate or blood pressure as commonly measured at the forearm. Some years later, the neurosurgeon John Fulton (1928) reported an increase in blood flow with increased regional neural activation in the occipital lobe of another patient with a bony defect that permitted the acoustical recording of the bruit from a vascular malformation.

Experimental evidence of the activity–flow coupling was provided by Roy & Sherrington (1890) after conducting experiments on laboratory animals. Roy & Sherrington indicated that some products of the brain’s metabolism stimulated vasomotor activity that probably alters the regional vascular supply in response to local variations in the functional activity. In their seminal and remarkably insightful study, they conclude that ‘...the chemical products of cerebral metabolism contained in the lymph that bathes the walls of the arterioles of the brain can cause variations of the calibre of the cerebral vessels: that in this re-action the brain possesses an intrinsic mechanism by which its vascular supply can be varied locally in correspondence with local variations of functional activity’ (Roy & Sherrington 1890, p. 105).

The study of Roy & Sherrington was later followed by the systematic investigations of Kety & Schmidt (1948), who introduced the nitrous oxide technique, a global flow measurement method that initially seemed to disprove the notion of a local coupling of cerebral flow and neural activity (Sokoloff 1960). Experimental verification of the regional coupling of the metabolic rate and neural activity came only from methods allowing local cerebral flow measurements. Although such methods had been used in conscious laboratory animals since the early 1960s (Sokoloff 1981), a precise quantitative assessment of the relationship between neural activity and regional blood flow was only possible after the introduction of the deoxyglucose autoradiographic technique that enabled spatially resolved measurements of glucose metabolism in laboratory animals (Sokoloff et al. 1977). The results of a large number of experiments with the 2DG method have indeed revealed a clear relationship between local cerebral activation and glucose consumption (Sokoloff 1977).

The first quantitative measurements of regional brain blood flow and oxygen consumption in humans were performed using the radiotracer techniques developed by Ter Pogossian et al. (1969, 1970) and Raichle et al. (1976). PET, the technology widely used today for clinical applications and research, followed (Ter Pogossian et al. 1975; Hoffmann et al. 1976) when Phelps et al. (1975) applied the mathematical algorithms developed by Cormack (1973) for X-ray computed tomography; for a historical review see Raichle (2000).

PET images are spatial maps of the radioactivity distribution within tissues, and are thus analogous to the autoradiograms obtained from 2DG experiments. With these PET images, it could be shown that maps of activated brain regions could be produced by detecting the indirect effects of neural activity on variables such as CBF (Fox et al. 1986), CBV (Fox & Raichle 1986) and blood oxygenation (Fox & Raichle 1986; Fox et al. 1988; Frostig et al. 1990).

At the same time, optical imaging using either voltage-sensitive dyes or intrinsic signals, that also relies on microvascular changes, was being developed for animal experiments and was used with great success to construct detailed maps of cortical microarchitecture in both the anaesthetized and the alert animal (Bonhoeffer & Grinvald 1996). Compared with PET, optical imaging has more limited coverage, but substantially better spatial resolution, and it can be combined easily with other physiological measurements including single-unit recordings. Finally, in recent decades another technology has emerged that could be used for conjoined anatomical and functional investigations. This new method was MRI, the technology that offers a substantially better spatio-temporal resolution than any other non-invasive method and which will be dealt with in the rest of this review.

(i) Nuclear magnetism

The physical principles on which MRI is based are complex, and a thorough discussion of them is obviously beyond the scope of this article. For details, the interested reader is referred to several excellent works on this topic (Abragam 1961; Callaghan 1991; de Graaf 1998; Haacke et al. 1999; Stark & Bradley 1999). Here, I provide a brief description of the basic concepts to make it easier to follow the discussion of our own methodology that concludes this review.

Imaging with NMR exploits the magnetization differences that are created in a strong magnetic field. A rough description of the phenomenon can be made with a classi-
A constant called the gyromagnetic ratio, and the Larmor relationship, creating a macroscopic magnetization. The rate of precession is given by the so-called Larmor relationship, which establishes the fundamental principle behind the technique, the ‘trick’ of applying a second alternating electromagnetic field resonating with the Larmor frequency inside a constant magnetic field to cause transitions between energy states. The tissue magnetization that MRI uses is actually due to the tiny fractional excess of the population in the lower energy level (ca. 1/100 000 for a 1.5 T field) and varies with temperature and magnetic field strength. The lower the temperature or the stronger the field, the stronger the magnetization is. NMR refers to the frequency-specific excitation produced by transitions between these two different energy states. We are able to measure the energy emitted when the system returns to equilibrium.

Inspired by the work of Stern and Gerlach in the 1920s, Rabi et al. (1938, 1939) were the first to apply the method of NMR to measure magnetic moments precisely. With their landmark molecular-beam experiment, they established the fundamental principle behind the technique, the ‘trick’ of applying a second alternating electromagnetic field resonating with the Larmor frequency inside a constant magnetic field to cause transitions between energy states. In 1946, two groups working independently of each other, Bloch et al. (1946) at Stanford and Purcell et al. (1946) at Harvard, were able to build on this foundation to measure a precessional signal from a water and a paraffin sample, respectively. In doing so, they laid the experi-
mental and theoretical foundation for NMR as it is used today (for a good collection of classical physics papers on NMR see Fukushima (1989)).

The experiment of Bloch et al. (1946) was the first to observe directly the electromotive force in a coil induced by the precession of nuclear moments around the static field, $B_0$, in a direction perpendicular to both $B_0$ and the applied RF field $B_1$. This is basically the way the MR signal is still acquired today. An RF coil is used to apply an RF pulse (an oscillating electromagnetic field of the order of 100 MHz) to excite the nuclear spins and cause the tissue magnetization to nutate on the transverse plane.

The magnetization can be rotated by any arbitrary angle, commonly called the flip angle, $\theta$. The optimum angle is known as the Ernst angle $\theta_E$ given by $\cos \theta_E = \exp(-T_2/\gamma T_1)$, where $T_2$ is the time between successive excitations, the so-called repetition time, and $T_1$ is the spin–lattice relaxation time (see § 2b(ii)). For $\theta_0/T_1$ around 3, the relaxation between pulses is almost complete. When the pulse is off, the magnetization is subjected to the static field only, and it gradually returns to its equilibrium state emitting energy at the same radio-wave frequency. The induced voltage in a receiver RF coil has the characteristics of a damped cosine and is known as the FID. In the early days of NMR, the RF signal was a continuous wave, and only a single frequency was measured at one time. Acquisition was simplified greatly when Ernst & Anderson (1966) later introduced a technique in which a single broader-band pulse is used to excite a whole band of frequencies that can be subsequently extracted using Fourier transform analysis (Fukushima 1989, p. 84).

(ii) Relaxation processes

So far, I have described the process of obtaining an NMR signal from a tissue or sample. Two more topics need to be touched upon briefly to illustrate the principles of MRI: the process of extracting spatial information to produce an image, and that of generating contrast between the structures of that image, i.e. between different tissues.

Image information is directly dependent on the strength of transverse magnetization; that in turn depends on the (proton) spin density, the so-called $T_1$ and $T_2$ relaxation times, and on other physical parameters of the tissue such as diffusion, perfusion or velocity (e.g. blood flow).

Proton spin density is determined by the number of spins that contribute to the transverse magnetization. In biological tissue, this corresponds roughly to the concentration of water. $T_1$ (longitudinal or spin–lattice) relaxation is an exponential process referring to the ‘rebuilding’ of the longitudinal ‘$z$’ magnetization (along the $B_0$ direction). Rebuilding occurs because of the Brownian motion of the surrounding molecules, called the lattice, that (motion) generates a fluctuating magnetic field. The closer the frequency of the fluctuation to the Larmor frequency the more efficient is the relaxation. Medium-sized molecules, such as lipids, match the Larmor frequency of most common fields more closely, and thus relax faster than water. Tissues differ in their $T_1$–values, thus providing contrast in $T_1$-weighted imaging. Figure 1 shows examples of relaxation curves for the grey and WM of the monkey brain. Figure 1a illustrates an example of a proton-density image. The image was collected with a multi-slice, multi-echo sequence using an FOV of $128 \times 128$ mm$^2$ over a matrix of $256 \times 256$ voxels. Sixteen such images are acquired using repetition time ($T_E$) values ranging from 50 to 8000 ms. The curves in figure 1b depict the average intensity change of the voxels in cortical (blue) and WM (red) regions as a function of $T_E$. The spin–lattice relaxation of the WM (red curve) is faster than that of the GM (blue curve), so the former appears lighter in a typical $T_1$-weighted image than the latter (see figure 1c). The black trace shows the differences between the two curves. The maximum contrast is obtained with a $T_E$ close to the $T_1$-value of the tissue having the faster relaxation time.

$T_2$, also called transverse or spin–spin relaxation, however, reflects spin dephasing on the ‘$xy$’ plane as a result of mutual interactions between spins. An important mechanism at work in transverse relaxation is the energy transfer within the spin system. Any energy transition of a nucleus changes the local field at nearby nuclei. Such field variations randomly alter the frequency of the protons’ precession, resulting in a loss of phase coherence and consequently of transverse magnetization. Figure 1d shows a spin-echo (see next paragraph) $T_2$-weighted image. Relaxation times for different tissues were calculated by collecting 16 such images with $T_E$-values ranging from 6 to 240 ms. Figure 1e shows the $T_2$-relaxation curves for cortex and WM, with the black trace denoting the difference between the two. $T_2$ is longer for small and shorter for large molecules, so $T_2$ provides a contrast with a polarity opposite to that obtained with $T_1$. In figure 1f, for instance, the cortex (longer $T_2$) appears brighter than the WM (shorter $T_2$).

In actuality the transverse magnetization decays faster than we would expect from the spin–spin relaxation process alone. $T_2$ actually refers to spin–spin relaxation occurring in a perfectly homogenous magnetic field. No such field exists. Local magnetic field inhomogeneities as well as inhomogeneities caused by the application of field gradients during image acquisition (see § 2b(iii)), unavoidably cause an additional ‘dephasing’ of magnetization. For this reason the loss of transverse magnetization occurs much more rapidly, and an FID typically has a $T_2$-star, rather than $T_2$, time constant reflecting the effective transverse relaxation time. An example of a $T_2$-weighted image is shown in figure 1f. To some extent the rapid signal loss can be ‘recalled’ by inverting the rotation direction of the spins. Indeed, the classic ‘spin echo’ experiment of Hahn (1950) showed that a second RF pulse (180°) applied at time $\tau$ after the initial RF excitation pulse (90°) refocuses spin coherence at $2\tau$ ms. The measured signal is called spin echo (see figures 2 and 3) and the time at which the echo arrives is called the echo time ($T_2^*$).

(iii) Principles of imaging

One more trick is needed to create an image with encoded spatial information. As Lauterbur (1973) showed, projections of an object can be generated and images can be reconstructed, just as in X-ray computed tomography, by superimposing linear-field gradients on the main static field. Here, the term ‘gradient’ designates the dynamic alternations of the magnetic field along one particular dimension (e.g. $G_z=\partial B_z/\partial z$). The Larmor relationship thus becomes $f=\gamma(B_0+G_x+G_y+G_z)$, relating spatial encoding by means of, say, a gradient $G_z$ to the MR
signal with the frequency content $f$. The gradient determines a range of Larmor frequencies, and those frequencies can in turn provide exact position information. This is the trick. In an actual MRI sequence there are a couple of basic elements for encoding the spatial information, i.e. gradient schemes for slice selection ($G_{ss}$), frequency encoding (readout) ($G_{ro}$), and phase encoding ($G_{pe}$). Here, we arbitrarily assign the directions $x$, $y$ and $z$ to the readout (frequency encoding), phase encoding and slice-selection gradient directions (ro, pe and ss, respectively).

Figure 2 shows a typical pulsing diagram for a spin-echo image (commonly referred to as the conventional spin-warp two-dimensional fast Fourier transform image). To select a slice, a frequency-selective RF pulse is used in combination with a field gradient perpendicular to the desired slice. Figure 3a shows a typical RF pulse (sinc function) used to excite the tissue and figure 3b shows the spin echoes measured by two different channels ($90°$ function) used to excite the tissue and with a combination with a slice (commonly referred to as the conventional spin-echo). Respectively.

and slice-selection gradient directions (ro, pe and ss), respectively). Figure 2 shows a typical pulsing diagram for a spin-echo image (commonly referred to as the conventional spin-warp two-dimensional fast Fourier transform image). To select a slice, a frequency-selective RF pulse is used in combination with a field gradient perpendicular to the desired slice. Figure 3a shows a typical RF pulse (sinc function) used to excite the tissue and figure 3b shows the spin echoes measured by two different channels ($90°$ out of phase) combined as complex numbers. Two further orthogonal gradients are used to extract the spatial information within the slice. The ‘readout’ gradient is applied at the same time as the MR data are actually acquired (‘read’), while the ‘phase-encode’ gradient encodes the second dimension in the image plane. For an image with $N_{ro}N_{pe}$ pixels, $N_{ro}$ points are sampled with the same ‘readout’ gradient $G_{ro}$ whereas for phase encoding the gradient $G_{pe}$ is incremented $N_{pe}$ times. Thus, in each readout step, the collected signal consists of the same frequencies differing only in their phases as determined by each phase-encoding step. The acquired $N_{ro}N_{pe}$ data matrix, usually termed the $k$ space (figure 3c), with $k_{ro,pe,xc} = y/G_{ro,pe,xc,dt}$, represents the image in the inverse spatial domain. Performing a Fourier transform for each row extracts the amplitudes (figure 3d), and performing it for each column extracts the phase angles of the frequency components (figure 3e). The amplitude of the central point of the $k$ space determines the SNR of the global image. Sampling a larger number of points farther and farther away from the $k$ space centre encodes the image’s details and increases image resolution.

In many MRI methods, the acquisition of each row of the $k$ space is preceded by an RF excitation. The pulse $T_{1E}$ is dictated by the rate of recovery of longitudinal magnetization, and the phase-encoding steps are determined by the desired resolution. Decreasing either one will affect the image quality. This makes high-quality conventional imaging too slow for comparing the MRI signal with its underlying neural activity. EPI (Mansfield 1977) permits substantially faster data acquisition, and this is the approach currently being used in most rapid imaging experiments and the one used in the studies described here (for a comprehensive review on EPI see Schmitt et al. (1998)). With EPI, an entire image can be created following a single excitatory pulse because it collects the complete dataset within the short time that the FID signal is detectable, that is, within a time for most applications limited by $T_{2*}$. Refocusing in EPI is achieved by the gradient (‘gradient echo’) rather than RF pulses. Along the readout direction an oscillating gradient permits the generation of a train of echoes. Along the phase-encoding direction, short blips advance the encoding to the next $k$ space line. There are many different ways of sampling the $k$ space corresponding to different imaging techniques (Callaghan 1991). The scheme used is very often a zigzag pattern, scanning even and odd lines from left to right and vice versa. The $T_{1E}$ is defined here as the time from the excitation pulse to the centre of the $k$ space. EPI can acquire images within a very short time (less than 50 ms) and does so with a short $T_{1E}$ to the order of 100 ms. Its correct implementation, however, demands careful tuning of sequence parameters to minimize image artefacts.

(iv) Image quality

Image quality is determined by a number of interdependent variables, including the SNR, the CNR, and the spatial resolution. The SNR and CNR are both functions of the relaxation times, the scan properties, such as flip angle, interpulse delay times and the number of averages, the quality factor of the resonant input circuit (see § 4b(i)), the noise levels of the receiver, and the effective unit volume. The latter is determined by the slice thickness $d$, the number of phase-encoding steps $N_{pe}$, the number of samples in the frequency-encoding direction $N_{pe}$ and the FOV. For an FOV of dimensions $D_{ro}D_{pe}$, the volume size is given by

$$d \frac{D_{ro}D_{pe}}{N_{ro}N_{pe}}$$

and the SNR by

$$\text{SNR} = \frac{dD_{ro}D_{pe}}{N_{ro}N_{pe}\sqrt{\text{FOV}}}$$

where NEX is the number of excitations (or averages). SNR also depends on the sampling frequency bandwidth; reducing the bandwidth increases SNR at the cost of increased sampling time. The maximum achievable SNR is of course determined to a significant extent by the strength of the static magnetic field, $B_0$. Increasing the field strengthens the MR signal in an approximately linear fashion. In practice, the SNR and CNR can be estimated by measuring the signal of a tissue region or the signal difference between two different tissue regions and expressing that signal in units of the standard deviation of the background signal (noise).

Spatial resolution is the smallest resolvable distance between two different image features. In the field of optics, it is usually determined on the basis of the Rayleigh criterion, wherein objects can be distinguished when the maximal intensity of one occurs at the first diffraction minimum of the other. An analogous expression of this criterion which is directly applicable to MRI is that between two maxima the intensity must drop below 81% of its maximum value. Nominally, the spatial resolution of an MR image is determined by the size of the image elements (voxels), that in turn is defined as the volume covered (FOV) divided by the image points sampled during acquisition ($R_{nom} = \text{FOV}/N$). In other words, voxel size is defined by the slice thickness, the number of samples in the phase and frequency-encoding directions, and the FOV. The optimal selection of voxel size is important. Large voxels will inevitably average the signal from the tissue with functional variations across space. The smearing of local information acquired with large voxels—usually termed the partial volume effect—alters both the
waveform of the haemodynamic response and the fractional change in the MR signal. Reducing the voxel size, however, while reducing the partial volume effects, affects both the SNR and the CNR of the image, thus imposing strong limitations on the image quality. Such limitations can be minimized using stronger magnetic fields and smaller RF coils.

The nominal resolution of an image can be improved by Fourier interpolation (or the mathematically equivalent ‘zero filling’ in k space). Typically, signals acquired with a resolution of $N_w N_{pc}$ can be reconstructed as $2N_w 2N_{pc}$ images. This improves digital resolution by making implicit information visible to the viewer, but does not change the spatial response function of the imaging method or the image resolution according to the Rayleigh criterion.

Like the SNR and CNR, the spatial resolution of an MR image depends on a number of scan factors, including gradient strength, sampling frequency bandwidth, reconstruction method and measurement sensitivity. All other factors being optimized, the last can be greatly improved by closely matching the size, shape and proximity of an RF coil to the structure of interest, a strategy that substantially improves the SNR of the image by decreasing the noise detected by the coil. A number of different coil types have been developed over the last few decades to achieve this, ranging from simple surface coils (Ackerman et al. 1980) to quadrature coil combinations (Hyde et al. 1987) and a phased array of several coil loops (Roemer et al. 1990). Further improvement of sensitivity can be obtained by using implantable, directly or inductively coupled RF coils (see §3).

3. FUNCTIONAL MRI WITH BOLD CONTRAST

MRI, like PET, can be used to map activated brain regions by exploiting the well-established interrelation between physiological function, energy metabolism and localized blood supply. Different techniques can be employed to measure different aspects of the haemodynamic response. For example, blood-supply changes can be used in perfusion-based fMRI, that measures blood flow quantitatively. Here, I shall concentrate on a single technique exploiting the BOLD contrast which, because of its reasonably high sensitivity and wide accessibility, is the mainstay of brain fMRI studies.

The BOLD contrast mechanism was first described by Ogawa et al. (1990a, b) and Ogawa & Lee (1990) in rat brain studies with strong magnetic fields (7 and 8.4 T). Ogawa noticed that the contrast of very high resolution...
Figure 3. Image formation. (a) A typical RF excitation pulse (here sinc(x) = sin(x)/x) used to nutate the net magnetization down into the xy plane. The RF pulse actually consists of the product of a sine wave of the Larmor frequency with the sinc function. In the 4.7 T magnet this is ca. 200 MHz. The blue line depicts the sine wave at much lower frequencies for illustration purposes. $\gamma = 42.57$ MHz T$^{-1}$; resonance frequency = 200 MHz; duration = 3 ms; BW = 1.85 kHz. (b) The two spin echoes produced by an inversion pulse of 180° (see also figure 2). In MRI the initially very high RF signal (MHz range) is typically converted into an audio signal (kHz range) by comparing the RF signal with a reference signal (phase-sensitive detection). In fact, to improve SNR the signal is collected by two PSDs that are 90° out of phase (upper and lower panels of (b)). The converted signal is digitized and the two channels are represented as the real and imaginary part of complex numbers (alternatively they can be transformed into the magnitude and phase of the signal). Each row of the k space consists of a sequence of such numbers. $T_E = 15$ ms; duration = 3 ms. (c) Magnitude of the k space in a spin-echo experiment. Each row is an echo with the same frequency composition but different phase encoding. Top and bottom rows have the strongest phase-encoding gradient and hence the largest dephasing (weakest signal). The strongest echo is in the centre of the k space, where no phase-encoding occurs. (d) The first Fourier transformation along the readout direction. (e) The second Fourier transformation along the phase-encoding direction resulting in the actual image.

The paramagnetic nature of dHb (Pauling & Coryell 1936) and its influence on the MR signal (Brooks et al. 1975) were well known before the development of MRI. Haemoglobin consists of two pairs of polypeptide chains (globin), each of which is attached to a complex of protoporphyrin and iron (haem group). In dHb the iron (Fe$^{2+}$) is in a paramagnetic high-spin state, as four of its six outer electrons are unpaired and act as an exogenous paramagnetic agent. When oxygenated, the haem iron changes to a low-spin state by receiving the oxygen's electrons. The magnetic properties of dHb would be of little value if haemoglobin were evenly distributed in all the tissues. Instead, paramagnetic dHb is confined in the intracellular space of the red blood cells that in turn are restricted to the blood vessels. Magnetic susceptibility differences between the dHb-containing compartments and the surrounding space generate magnetic field gradients across and near the compartment boundaries. Pulse sequences designed to be highly sensitive to such susceptibility differences, like those used by Ogawa in his seminal studies...
(Ogawa & Lee 1990; Ogawa et al. 1990; Ogawa et al. 2010) generate signal alterations whenever the concentration of dHb changes. The field inhomogeneities induced by dHb mean that neural activity should result in a BOLD signal reduction. However, during brain activation the BOLD signal increases rather than decreasing relative to a resting level. This is because activation within a region causes an increase in CBF and the use of glucose, but not a commensurate increase in the oxygen consumption rate (Fox & Raichle 1986; Fox et al. 1988). This results in a decreased oxygen extraction fraction and lower dHb content per volume unit of brain tissue.

Not surprisingly, the groundbreaking work of Ogawa excited great interest in the application of BOLD fMRI to humans. MR-based CBV imaging had already been demonstrated in humans using high-speed EPI techniques and the exogenous paramagnetic contrast agent gadolinium (Belliveau et al. 1991; Rosen et al. 1991). In 1992, however, three groups simultaneously and independently obtained results in humans with the BOLD mechanism (Bandettini et al. 1992; Kwong et al. 1992; Ogawa et al. 1992), starting the flood of fMRI publications that have been appearing in scientific journals ever since.

Research over the last decade has established that BOLD contrast depends not only on blood oxygenation but also on CBF and CBV, representing a complex response controlled by several parameters (Ogawa et al. 1993, 1998; Weisskoff et al. 1994; Kennan et al. 1994; Boxerman et al. 1995; Buxton & Frank 1997; Van Zijl et al. 1998). Despite this complexity, much progress has been made toward quantitatively elucidating various aspects of the BOLD signal and the way it relates to the haemodynamic and metabolic changes occurring in response to elevated neuronal activity (Kim & Ugurbil 1997; Buxton et al. 1998; Van Zijl et al. 1998).

BOLD fMRI has also been applied successfully in anaesthetized or conscious animals, including rodents (Hsu et al. 1998; Lalitha et al. 1998; Bock et al. 1998; Tuor et al. 2000a; Burke et al. 2000b; Ances et al. 2000; Burke et al. 2000; Chang & Shyu 2001), rabbits (Wywicz et al. 2000), cats (Jezzard et al. 1997), bats (Kamada et al. 1999), and recently monkeys (Nakahara et al. 2002; Logothetis et al. 1998, 1999; Disbrow et al. 1999; Zhang et al. 2000; Disbrow et al. 2000; Vanduffel et al. 2001; Dubowitz et al. 2001). What follows describes the use of BOLD fMRI in monkeys (Macaca mulatta) and its combination with electrophysiological measurements in an attempt to investigate the neural basis of the BOLD response.

4. MRI OF THE MONKEY BRAIN

fMRI and microelectrode recordings are complementary techniques, providing information on two different spatio-temporal scales. The electrodes have excellent spatio-temporal resolution but very poor coverage, while fMRI has relatively poor resolution but can yield important information on a larger spatio-temporal scale. The development and application of NMR techniques (e.g. imaging, spectroscopy) for the non-human primate enables the investigation of certain levels of neural organization that cannot be studied by electrodes alone. These include the study of:

(i) long-range interactions between different brain structures;
(ii) task- and learning-related neurochemical changes by means of localized in vivo spectroscopy or MRS imaging;
(iii) dynamic changes in the magnitude and location of activated regions—over periods of minutes to days—with priming, learning and habituation;
(iv) dynamic connectivity patterns by means of labelling techniques involving MR contrast agents; and
(v) plasticity and reorganization following experimentally placed focal lesions.

In addition, the application of this technique to the behaviour of monkeys has the potential to build a bridge between human studies and the large body of animal research carried out over the last 50 years.

Monkeys are ideal experimental animals because a great deal is known about the organization of their sensory systems that are functionally very similar to those of humans. In addition, comparisons of psychophysical data from humans and the most commonly used species, the rhesus macaque, have revealed remarkable behavioural similarities between the two species. Thus, MRI in monkeys not only provides insights into the neural origin of the fMRI signals, but it can do so in the context of different types of behaviour. With this conviction, we set out to develop and apply MRI (and MRS) in monkeys, using both conventional volume coils for whole-head scanning and implanted coils allowing imaging with high spatial resolution.

Figure 4 shows the system used for imaging the monkey brain. It is a vertical 4.7 T scanner with a 40 cm diameter bore (Biospec 47/40v; Bruker Medical Inc., Ettlingen, Germany). The scanner is equipped with a 50 mT m⁻¹ (180 μs rise time) actively shielded gradient coil (Bruker, B-GA 26) of 26 cm inner diameter. A primate chair and a special transport system were designed and built to position the monkey inside the magnet (Logothetis et al. 1999). Whole-head scans were carried out with either linear birdcage-type coils or with custom-made linear homogeneous saddle coils. For high-resolution MRI, we used customized small RF coils (see § 4b) which had been optimized for increased sensitivity over a given ROI (Logothetis et al. 2002). In the combined physiology and fMRI sessions (see § 5a), the coils were attached around the recording chamber and were used as transceivers (Logothetis et al. 2001).

(a) Large FOV imaging: volume coils

This section introduces a few applications with volume, whole-head coils that demonstrate the value of the technique for research involving:

(i) the comparison of monkey and human sensory systems;
(ii) microelectrode recordings from different sites of distributed neural networks subserving a behaviour under investigation; or
(iii) the planning of selective focal brain lesions in the context of investigations into behavioural disorders to illuminate the role of a particular brain region.

Details on these applications can be found in various
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(eight segments) gradient-recalled EPI, with an FOV of 128 mm × 128 mm on a 128 × 128 matrix and a voxel size of 1 mm × 1 mm × 2 mm.

(ii) Retinotopy

The robustness of activation and the spatial selectivity of the BOLD signal can be examined by exploiting the well-established retinotopic organization of the visual system. In humans, retinotopy can be reliably demonstrated in fMRI by using slowly moving, phase-encoded retinotopic stimuli (Engel et al. 1994, 1997; Deyoe et al. 1994; Sereno et al. 1995).

We have used the same approach to study the retinotopic organization of the monkey visual areas. As in human studies, the stimuli consisted of a series of slowly rotating wedges or expanding rings, each wedge or ring being a collection of flickering squares (Engel et al. 1994, 1997; Wandell et al. 2000). The ring typically begins as a small spot located at the centre of the visual field and then grows until it travels beyond the edge of the stimulus display. As it disappears from view, it is replaced by a new spot starting at the centre. Such an expanding stimulus causes a travelling wave of neural activity beginning a couple of millimetres posterior to the lunate sulcus (figure 6a,b) and travelling in the posterior direction toward the pole of the occipital lobe. The temporal phase of the MRI signal varies as a function of eccentricity, and this phase can be used to generate the eccentricity maps shown in figure 6c (adapted from Brewer et al. 2002). This technique made it possible to identify the boundaries between visual areas V1, V2, V3 and V4 and V5 (MT) and to measure the distribution of foveal and peripheral signals within the ventral and dorsal streams, respectively (Wandell et al. 2000; Brewer et al. 2002). The maps obtained in this manner are in excellent agreement with those derived from monkeys with anatomical and physiological techniques, and they can be used to study the process of cortical reorganization after deafferentation (e.g. Kaas et al. 1990; Darian-Smith & Gilbert 1995; Das & Gilbert 1995; Obata et al. 1999). Such applications demonstrate the quality of data that can be obtained in the monkey, and the feasibility of a direct comparison between human and non-human primate studies.

(b) High-spatial resolution imaging: surface coils

Whole-head imaging, although of great importance for the localization of activations, is of limited value when very high spatio-temporal resolution is required to study cortical microarchitecture or to compare imaging with electrophysiology. We have therefore adapted and optimized the implanted coil technique for monkeys. Very high-resolution structural and functional images of the monkey brain were obtained with small, tissue-compatible, intra-osteally implantable RF coils. Voxel sizes as small as 0.012 μl (125 × 125 × 770 μm³) were obtained with high values of the SNR and CNR, revealing both structural and functional cortical architecture in great detail.

(i) Implanted RF coils

As mentioned in §2b, the RF system is a transceiver system used both to generate the alternating $B_i$ field and to receive the RF signal transmitted by the tissue (for a...
Figure 5. (a) BOLD activation shown in terms of z-score maps. The specificity of the signal enables the visualization of anatomical details in the occipital lobe. (b) Activation maps superimposed on anatomical three-dimensional MDEFT scans (0.125 µm voxel size). The figure shows activation of the LGN, striate and some extrastriate areas including V2, V3, V4 and V5 (MT). V1 activation covers almost the entire representation of the perifovea (the horizontal extent of the checkerboard stimulus was 30°). The V1 regions showing high activation (yellow) lie within the cortical representation of the fovea.

review on principles and instrumentation see Vlaardingerbroek & Den 1996; Wood & Wehrli 1999; Matwiyoff & Brooks 1999). It is typically an integral part of any imaging system, and is delivered with the magnet and all the other components of a scanner. However, coils can also be custom made in all kinds of different designs to accommodate the needs of specific experiments. They can be used as transceivers, but also as transmit- or receive-only units, the former transmitting the $B_1$ field and the latter receiving the FID after an adjustable delay.

Technically, RF coils are equivalent to an electrical circuit with inductance ($L$), capacitance ($C$) and resistance ($R$), and are tuned to a specific resonance frequency ($\omega$) (e.g. 200 MHz at 4.7 T); for MRI this is the precessional frequency of the nuclear spin moments. Optimizing a coil commonly involves increasing its quality factor (or filling factor), $Q$. The latter is defined as the maximum energy stored divided by the average energy dissipated per radian, and can be improved by fine tuning the parameters $L$ and $C$ and minimizing $R$ (the smaller the resistance, the sharper the resonance curve) for any given frequency. The RF coil design can be optimized (i) for signal homogeneity over the whole brain, (ii) for increased sensitivity over a given ROI, an example being the large quadrature surface coils, or (iii) for very high-resolution studies of a small area of interest (surface coils).

Small surface coils are often used in either human or animal studies to provide the highest possible SNR and to allow the use of small voxel sizes in high-resolution imaging (e.g. McArdle et al. 1986; Le et al. 1987; Rudin 1987; Garwood et al. 1989; Gruetter et al. 1990; Walker et al. 1991; Merkle et al. 1993; Hendrich et al. 1994; Lopez-Villegas et al. 1996). The SNR of such coils can be further increased by geometrically matching the coil to a specific tissue region. Finally, in animal experiments, the SNR can be substantially increased by implanting the coils in the body (Farmer et al. 1990; Summers et al. 1995; Silver et al. 2001). Implanted coils bring about a substantial increase in both the SNR and spatial selectivity by effectively improving the filling factor of a reception coil. The measured signal typically decreases as the distance of the coil from the ROI increases, while the noise detected by a coil increases with coil size. Thus, the smaller the coils and the closer the area of interest, the better the obtained signal.

The small RF surface coils described here were implanted introstally. They were made of 2 mm thick, Teflon-insulated, fine silver wire and had diameters varying from 18 to 30 mm. The implantable coils were 15 or 22 mm in diameter (see figure 7). Their electronic circuitry had non-magnetic (copper–beryllium) slotted tubes to ensure a reliable electrical connection. During the surgical placement of the implanted coils, special care was taken to optimize the loaded $Q$ of the coils. The $Q$ factor can be directly affected by placing the coil too far from—but also too close to—the ROI. The appropriate distance of the coil from the ROI was therefore calculated based on models of the brain and skull surfaces created from anatomical scans.
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(a) Lateral view of a computer-rendered monkey brain. It shows some of the primary sulci. (b) Latero-caudal view of the posterior part of the brain with opened-up sulci. It shows the fovea and the horizontal and vertical meridians as determined with phase-encoding stimuli. (c) The upper panels show the eccentricity maps and the lower panels the orientation maps generated by using expanding-ring and rotated-wedge stimuli, respectively.

Abbreviations: la, lateral; sts, superior temporal; io, inferotemporal; lu, lunate; po, parieto-occipital; HM, horizontal meridian; UVM, upper vertical meridian; F, foveal representation.

(ii) High-resolution echo-planar BOLD imaging

Figure 8 shows anatomical and functional scans acquired with an implanted surface coil. Figure 8a is an example of a $T_2$-weighted echo planar (EP) image obtained with an actual resolution of $125 \times 125$ $\mu m^2$ and a slice thickness of 720 $\mu m$. The contrast sensitivity of the image is sufficient to reveal the characteristic striation of the primary visual cortex. The dark line shown by the white arrow (Gen) is the well-known, ca. 200 $\mu m$ thick Gennari line between the cortical layers IVA and IVC, a result of the axonal plexus formed by the axons of pyramidal and spiny stellate cells contained in IVB. It appears dark in $T_2$-weighted images because the plexus contains a large number of horizontally arranged, myelinated (the $T_2$-values are shorter for fat; see § 2b(ii)) axons from collaterals, horizontal axonal branches, and ascending ramifications of spiny stellates.

Also visible in figure 8b are the small cortical blood vessels that are known to vary in their degree of cortical penetration. Cortical vessels, that were traditionally divided into three groups (short, intermediate and long), were further divided by Duvernoy et al. (1981) into six groups according to their length and termination in the various cortical layers. The green arrows show two vessels of Group 5 according to Duvernoy et al. (1981) consisting of arteries and veins (the MR images show the veins) that pass through the entire cortical thickness and vascularize both cortex and the adjacent WM (figure 5c,d). Measurements after methyl methacrylate injections show that the veins of this group have an average diameter of 120 $\mu m$.

The actual resolution of the presented image permits the visualization of susceptibility effects produced by such tiny vessels.

Figure 8e shows fMRI correlation coefficient maps (in colour) superimposed on the actual EPI ($T_2$-weighted) images of a monkey during visual block-design stimulation. The sections are around the lunate sulcus, and activation extends into the primary and secondary visual
cortices (V1 and V2, respectively). The images have high SNR (27:1 for an ROI of 36 voxels, measured for an ROI positioned over the high-signal-intensity region in the image) and CNR (21:1 and signal modulation ranging from 2 to 7%, averaged for ROI of ca. 15–24 voxels). Both robust activation and good anatomical detail can be discerned.

(iii) Spatial specificity of BOLD fMRI

Gradient echo sequences like those used extensively for BOLD imaging are sensitive to both small and large vessels (Weisskoff et al. 1994). The significant contribution of the large vessels can lead to erroneous mapping of the activation site, as the flowing blood will generate BOLD contrast downstream of the actual tissue with increased metabolic activity. Thus, the extent of activation will appear to be larger than it really is. The contribution of large vessels depends on both field strength and the parameters of the pulse sequences (Boxerman et al. 1995a; Zhong et al. 1998; Hoogenraad et al. 2001). Large vessels can be de-emphasized using pulse sequences designed to suppress higher flow velocities (Boxerman et al. 1995a). They are also de-emphasized in stronger magnetic fields, because the strength of extravascular BOLD increases more rapidly for small vessels than it does for large ones. More specifically, the transverse relaxation rate, $R_2$, increases linearly with the external magnetic field for large vessels (larger than 10 μm) but varies as the square of the field for small vessels (Ogawa et al. 1993; Gati et al. 2000). Thus, with sufficient SNR, signals originating from the capillary bed are clearly discernible in strong magnetic fields.

A loss of specificity can also result from so-called inflow effects. Both supplying pial arteries and draining vessels unavoidably bring fresh spins into the area of interest during the inter-image delay. For instance, when short repetition times are used, gradient–echo sequences yield considerable contrast between the partially saturated tissues in the imaging plane, i.e. tissues whose longitudinal magnetization was not yet fully recovered, and the unsaturated blood flowing into this plane (Axel 1984, 1986). In the same vein, increased CBF in an activated tissue will lead to signal enhancement in the image of a selected slice if the time between consecutive RF excitations is insufficient for the signal within the slice to reach full relaxation. Such inflow effects can be considerably stronger than the BOLD signal itself (Segebarth et al. 1994; Frahm et al. 1994; Kim et al. 1994; Belle et al. 1995) and much less tissue specific. The shorter the repetition times, the stronger the inflow effect will be (Glover & Lee 1995; Haacke et al. 1995). Inflow effects can be eliminated by utilizing low flip angles and increasing the $T_R$ time (Menon et al. 1993; Frahm et al. 1994).

Assuming the appropriate selection of pulsing parameters to minimize the above-mentioned effects, the issue of spatial specificity can be addressed by conducting specific experiments targeted at mapping functionally distinct structures with well-defined organization and topography in the brain. The activation of LGN shown in figure 5 is an example of such specificity, as the structure is only ca. 6 mm in the rostrocaudal, and ca. 5 mm in the dorsoventral and mediolateral directions.

Figure 9 demonstrates the spatial specificity of BOLD by exploiting the non-uniform distribution of directionally selective cells across the layers of the striate cortex. About one-third of the striate cells are known to be directionally selective (Goldberg & Wurtz 1972; Schiller et al. 1976; De Valois et al. 1982; Albright 1984; Desimone & Ungerleider 1986; Colby et al. 1993). However, these cells do not exhibit a uniform laminar distribution. Instead, most are found in layers 4A, 4B, 4Ca and 6 (Dow 1974; Hawken et al. 1988). In high-field MRI such differences in neuron density can be visualized if the appropriate visual stimuli are used and the pulsing parameters are tuned to stress the extravascular BOLD signals. Figure 6a,b shows the z-score maps obtained by comparing the activation elicited by the moving checkerboard stimulus to that elicited by the blank screen and the counter-flickering checkerboard stimulus, respectively (Logothetis et al. 2002). The parameters used in this scan were: FOV = 32 mm × 32 mm on a matrix of 256 × 256 voxels (0.125 mm × 0.125 mm resolution), slice thickness = 1 mm, $T_p/T_R = 20/750$ ms, and number of segments = 8. Figure 9c illustrates the plane of the slice selected for high-resolution imaging and figure 7d illustrates the signal modulation. For the most part, activity in V1 was found in the middle layers, usually layer IV. This activity may indeed reflect the density of active directional neurons within this lamina. However, it is possible that the activation in the middle layers of cortex reflects the highest capillary density that occurs at approximately layers 3C, 4 and 5 (vascular layer 3 as defined by Duvernoy et al. (1981)). A recent human fMRI study indicates that the origin of the BOLD signal may actually be the vascular layer 3, presumably extending into adjacent vascular layers (Hyde et al. 2001). Further experimentation is needed to dissect the effect of vascular density from that of neural specificity.

(c) High-temporal resolution imaging

In order to compare imaging with physiology we used a rapid scanning protocol to acquire a single slice containing the microelectrode tip (GR-EPI with four segments and $T_p/T_R = 20/250$ ms). To minimize the effects of inflow and large drainage vessels, we consistently used flip angles.
that were smaller than the computed Ernst angle (see § 4b) by 10°. Modelling the haemodynamic response requires an understanding of the role of noise and its sources.

In imaging, different types of disturbances can interfere with the time-course of the haemodynamic response. In fact, EPI is one of the sequences most sensitive to disturbance, and various artefacts easily degrade EP images. Signal fluctuations are often related to physiological motion or general physiological state changes. They can also be of subtle origin, including minute fluctuations within the environment such as small changes in air pressure or temperature that by themselves are already sufficient to slightly alter the resonance frequency, phase or magnitude of the signal and prevent reproducible results in high resolution, time-resolved functional imaging. One way to reduce such artefacts is to use a technique based on ‘navigator’ echoes. This approach was initially used in conventional spin-echo imaging of moving structures (Ehman & Felmlee 1989) to reduce motion artefacts, and was subsequently adopted by a number of investigators (Hu & Kim 1994; Kim et al. 1996; Glover & Lai 1998; Pfeuffer et al. 2002a) employing susceptibility-weighted fMRI.

‘Navigator’ FIDs or echoes can be acquired to obtain information on a number of parameters (e.g. resonance frequency, global amplitude or phase). In our implementation with the Bruker Biospec system, for instance, the navigator echoes were two gradient echoes that were sampled with a positive and a negative readout gradient at the beginning of each acquisition. They were immediately followed by the acquisition of the phase-encoded gradient–echo train (i.e. a set of k space lines). The navigator FID was used for amplitude and frequency correction and the two navigator echoes were used for image de-ghosting (i.e. removing distortions in the phase-encoding direction). Additional ways to improve the image include corrections of direct current offset and equidistant sampling during the gradient-switch (transient) periods. The latter source of distortion originates in the way echoes are acquired in gradient-recalled MRI. More specifically, the digitization of the EPI gradient–echo sequence is done at equidistant time intervals, even while the read gradient is ramping to the desired strength. The data points acquired during ramping do not span a constant area, and therefore some correction is usually needed to achieve equidistant sampling in the k space. Finally, an important source of variability in EP imaging comes from physiologically induced global off-resonance effects. Typically, respiratory and cardiac pulsations—just like instrument instabilities—may introduce NMR phase shifts that may cause variation in the signal’s amplitude as well as shifts (ghosting) between segments; such artefacts can be detected and also corrected with navigator echoes either directly in the k space (Pfeuffer et al. 2002a) or in the spatial domain.

The effects of all these corrections on the time-course of the BOLD signal are presented in figure 10a, that shows the average of haemodynamic responses from a single voxel (0.5 mm × 0.5 mm × 2 mm) to 14 stimulus (rotating checkerboards) presentations. The variability of the response can be seen in the standard deviation bars plotted for every other image.

The onset of the stimulus-induced haemodynamic response plotted in figure 10a was delayed by about 2 s, which is consistent with previous studies (Kwong et al. 1992). This is the time that it takes blood to travel from arteries to capillaries and draining veins. The haemodynamic response reached a plateau in 6–12 s and returned to the baseline with a similar ramp, although often a prolonged poststimulus undershoot was evident (Frahm et al. 1996; Kruger et al. 1996; Buxton et al. 1998; Logothetis et al. 1999). It is thought that the time-course of the haemodynamic response is determined by an initial increase in oxygen consumption that alters the dHb-to-oxyhaemoglobin ratio (Malonek & Grinvald 1996), followed by an increase in CBF that overcompensates for the oxygen extraction, so that an oversupply of oxygenated blood is delivered (Fox & Raichle 1986; Fox et al. 1988). This oversupply underlies the signal increase typically observed in BOLD fMRI (positive BOLD). Figure 10a shows an example of positive BOLD for the time-series of a single voxel, averaged over 14 repetitions. Small changes in metabolism require a disproportionately large oversupply because the passive diffusion-driven oxygen extraction from the blood is less efficient at higher flow rates (Buxton & Frank 1997; Hyder et al. 1998). The increased flow causes vasodilation because of the balloon-like elasticity of the venules and veins, resulting in an increase in venous blood volume (Buxton et al. 1998; Mandeville et al. 1999a,b). This volume increase is thought to lie at the root of the poststimulus undershoot described in § 4c.

Occasionally, a small decrease in image intensity below the baseline was observed immediately after the stimulus onset. Figure 10b illustrates this initial ‘dip’ for the time-series of a voxel (14 repetitions). This kind of dip has been reported in MRS experiments (Ernst & Hennig 1994) and in BOLD fMRI in humans, rats, cats and monkeys (Menon et al. 1995; Jezzard et al. 1997; Hu et al. 1997; Yacoub & Hu 1999; Logothetis et al. 1999). Optical imaging studies indicate that the initial dip reflects the early oxygen consumption, so it should be closely correlated with the metabolic demand in the parenchyma, and hence more closely related to the neuronal activity than the other components of the haemodynamic response (Malonek & Grinvald 1996; Malonek et al. 1997; Vanzetta & Grinvald 1999; Jones et al. 2001).

In a series of experiments conducted in my laboratory, we have investigated the time-course of the BOLD signal using a fast scanning protocol (TR = 250/20 ms). The probability of seeing the initial dip in a single voxel at least once in 50 repetitions was found to be approximately 0.3. This variability is probably due to physiological noise. Haemodynamic responses depend not only on magnetic susceptibility but also on blood volume and flow, each of which can be selectively evaluated by various methods (Frahm et al. 1996; Kruger et al. 1996; Kim & Ugurbil 1997; Kennan et al. 1997; Bandettini et al. 1997; Davis et al. 1998; Mandeville et al. 1999b; Marota et al. 1999; Lee et al. 2001; Mandeville et al. 2001). All in all, with such sensitivity, the initial dip seems to be an extremely unreliable BOLD component for use in studies of cortical microarchitecture, a fact that explains the controversy between different investigators (Marota et al. 1999; Logothetis 2000; Kim et al. 2000; Buxton 2001; Vanzetta & Grinvald 2001; Mayhew et al. 2001; Lindauer et al. 2001; Cannestra et al. 2001).
The BOLD response is not always ‘positively correlated’ to the stimulus time-course the way it has been described so far. Negative signals (anti-correlations) like those shown in figure 10c have also been observed and were reported in previous studies (Kennan et al. 1998; Martin et al. 1999). In our studies, we often found a negative BOLD response that was perfectly anti-correlated with the positive BOLD response, all the way to the undershoot component (see figure 10c). A negative BOLD signal was seen exclusively in cortical regions that were not stimulated by the visual stimulus (e.g. a peripheral visual field beyond the extent of the stimulus). Retinotopy experiments in humans also systematically demonstrate the existence of negative BOLD (B. Wandell, personal communication), the origin of which is currently under extensive physiological investigation.

As a final point, temporally resolved fMRI is only useful for physiological studies if the images also have a high spatial resolution. In EPI, for a given spatial resolution, the acquisition time is proportional to the FOV in the phase-encoding direction, i.e. to the number of k space lines. Multi-shot or segmented acquisition that affords better SNR and thus promises higher spatial resolution, decreases the temporal resolution by increasing the image acquisition time. It is therefore important to apply methods that use an FOV as small as the potential volume of interest. Reducing the FOV, on the other hand, causes signals outside the FOV to fold back into the image in the phase-encoding direction. Recently, a special outer-volume suppression technique was successfully employed to achieve $B_1$-insensitive suppression in the inhomogeneous RF field of a surface coil (Luo et al. 2001). This technique, combined with zoomed imaging that minimizes imaging time by reducing the FOV (Pfeuffer et al. 2002b), promises to be of great value in combined physiology and imaging experiments.
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Figure 9. (Legend overleaf.)

Figure 10. (Legend overleaf.)
Figure 9. Lamina-specific activation. (a) z-score maps obtained by comparing the activation elicited by the moving stimuli with that elicited by the blank screen. (b) z-score maps obtained in the same ROI by comparing the responses to the moving stimuli with those elicited by flickering stimuli. The green dashed line corresponds approximately to the layer 4. (c) Axial slice showing the ROI studied with the surface coil. The orange square is the region shown in (a) and (b). It also depicts the position of V1 and V2. (d) Signal modulation for all four repetitions of an observation period for all significantly activated voxels colour coded in (b). M-B, motion vs blank screen; M-F, motion vs counter-phase flicker; MBFB, motion, blank, flicker, blank etc.

Figure 10. (a) Time-course of the typical 'positive' BOLD signal. Bars denote standard deviation. The trace is the average of 14 time series of the same voxel. (b) The initial dip (see §4c), 14 averages of a single voxel. (c) z-score map showing areas with negative BOLD. (d) The time-course of the two—correlated and anticorrelated—BOLD responses.

5. COMBINED fMRI AND MICROELECTRODE RECORDING

The success of fMRI ultimately depends on a comprehensive understanding of the relationship between the fMRI signal and the underlying neuronal activity. A number of studies in humans and animals have already combined fMRI with EEG (Menon et al. 1999; Bonmassar et al. 1999; Krakow et al. 1999) or optical imaging recordings of intrinsic signals (Hess et al. 2000). But optical imaging also measures haemodynamic responses (Bonhoeffer & Grinvald 1996) and thus can offer very little direct evidence of the underlying neural activity, while EEG studies typically suffer from poor spatial resolution and relatively imprecise localization of the electromagnetic field patterns associated with neural current flow. Microelectrode recordings, however, can directly measure the activity of small neural populations and have been used extensively to obtain data about the central nervous system in both anaesthetized and alert, behaving animals. Simultaneous electrophysiological and imaging experiments are a promising method that should reveal a great deal about the nature of the fMRI BOLD signal.

(a) Microelectrode recording in the presence of strong magnetic fields

Certain hardware, including novel electrode types and signal conditioning equipment, had to be developed before it was possible to conduct electrophysiological measurements during the MR image acquisition. Details have been given elsewhere (Logothetis et al. 2001). Briefly, the generation of an MR image involves a strong alternation of field gradients (see § 2b(iii)). Such alternations induce voltages in any existing loop in the circuit of electrophysiology equipment placed within the magnet. Conventional shielding reduces electrical interference but is ineffective against magnetic interference, while materials like μ-metal that attenuate magnetic interference contain iron, affecting the field homogeneity. Furthermore, the low-noise, low-frequency voltage amplifiers typically used in neurophysiology rectify high-frequency voltage signals coupled with the input signal, an effect that occurs at all stages of their integrated circuits. In a 4.7 T magnet, for instance, amplifiers rectify the 200 MHz RF excitation pulses, resulting in a substantial disturbance of the output that only recovers several tens of milliseconds after the RF signal has subsided. Alternatively, simply placing the preamplifiers outside the gradient tube is not a solution, because the electrode impedance and the capacitance of the long (more than 2 m) cable necessary to connect the electrode to that preamplifier would act as a voltage divider and compromise the signal.

To avoid signal loss due to increased cable length, we developed a method of measuring current instead of voltage that is insensitive to the cable length. Current flow from the electrode tip was measured over a cable long enough to permit the placement of preamplifiers outside the gradient coil, and was then converted into voltage at the input stage of the amplifier. In addition, we identified and compensated for the interference introduced by the gradient alternation. Interference during imaging originated from sources located at a distance greater than that from the electrode tip to the electrode ground (far interference) and from the immediate vicinity of the electrode tip (near interference). The first is due to the metal-electrolyte interface present whenever the animal is capacitively connected to any metal contact, including connections to the ground and electrode; the latter originates and acts in the vicinity of the electrode tip or within the electrode holder and the cables primarily because of eddy currents. Near interference required the measurement of local magnetic field changes by means of three small, identical, orthogonally oriented coils positioned near the electrode. The two types of interference compensations ultimately permitted the collection of denoised neural data.

The denoising procedures described in the previous paragraph ensure a non-saturated, measurable signal which, however, may be still contaminated with a certain amount of gradient interference. By using the principal component analysis technique and by reconstructing the signal after excluding those components that best correlated with the directly recorded interference, we were able to isolate the neural signal. Figure 11 illustrates the procedure of interference removal. Figure 11a shows the recorded gradient currents of the three gradients, and figure 11b, upper trace shows the summed signal that induced the voltages depicted by the middle trace of figure 11b. The pattern of interference shown in the middle trace was approximately the same for each acquired image segment. The data were therefore initially realigned to the slice-selection pulse (signifying the beginning of collection of an image of a single k space segment for single- or multi-shot acquisitions, respectively), and subsequently reshaped into an \( N \times M \) matrix, where \( N \) was the number of segments and \( M \) was the number of data points acquired while digitizing the physiology signal. The PC analysis of such data and elimination of those principal components that best correlated with the directly recorded interference (figure 11c) resulted in a ‘clean’ signal (bottom trace of figure 11b).
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Figure 11. Electromagnetic interference. (a) The recorded gradient currents from the slice-selection, phase-encoding and readout gradient for an EP imaging sequence. (b) Elimination of residual interference by applying principal component analysis. The top trace is the summation of the three gradient currents, and the middle the induced voltage at the tip of the electrode. PC analysis isolates the residual interference left after online compensation. The denoised signal is depicted by the lower trace. (c) Examples of principal components. PCs nos 1 and 2 capture most interference. Setting their eigenvectors to zero and reconstructing the signal with the remaining PCs eliminates any interference.

(b) Microelectrode measurements of the neural signal

(i) Imaging the recording site

Figure 12a shows the electrodes used for the combined imaging and physiology experiments, together with the different types of sensors used to compensate the gradient interference. Figure 12b is an anatomical scan (\(T_E/T_R = 8.9, T_R = 2000\) ms, FOV = 96 mm × 96 mm, and a 512 × 384 matrix reconstructed to 512 × 512, slice thickness of 0.5 mm) acquired with the FLASH sequence (Haase et al. 1986). Similar scans were typically used for the precise localization of the electrode tip. Here, the electrode tip is located in the middle layers of the primary visual cortex. The image demonstrates the limited susceptibility artefacts caused by the miniature electrode tip. Although of smaller SNR, spin-echo \(T_2\) weighted images are usually even less susceptible to such artefacts. In most scans, a functional signal could be obtained in the immediate vicinity of the microelectrode. Figure 12c shows a typical three-dimensional reconstruction of the electrode position (here two electrodes) from a multi-slice anatomical scan (three-dimensional MDEFT; \(T_E/T_R = 4/14.9\) ms, four segments).

Figure 13a demonstrates the neural activity (black trace) recorded in such a combined experiment superimposed on the BOLD fMRI signal (red). The yellow trace shows the effective (root mean square) value of the neural signal obtained for non-overlapping windows of 250 ms (the \(T_R\) of imaging). The neural signal shown was digitized, denoised as described in § 5a, and reduced from 22.3 to 7 kHz. It is a comprehensive signal characterized by time-varying spatial distributions of action potentials (spikes) superimposed on relatively slow varying field potentials. The action potentials can be isolated from the other signals by using template matching or other statistical pattern recognition techniques (figure 13b).

The instantaneous or mean rate of such spikes is the neuronal variable most frequently examined with respect to a sensory stimulus or behavioural state, and the one recently used to examine quantitatively the relationship of the BOLD signal to neural activity by comparing human fMRI data with electrophysiological data in monkeys performing the same task (Heeger et al. 2000; Rees et al. 2000; for a review see Heeger & Ress 2002). At this point it is therefore worth taking a moment to consider what aspects of cortical processing the commonly reported spikes represent. Or, more generally, what kind of cortical activity is actually measured by the microelectrodes?
Figure 12. (a) The microelectrodes and their holder consisting of three concentric, metallic cylinders, the innermost serving as the contact point for the electrode, the middle as the far-interference sensor and the outermost as the ground. The three-coil magnetic-field sensor used to compensate for near interference is also shown. (b) FLASH scan (see § 5b(i)) showing the location of the electrode-tip in the primary visual cortex. (c) A reconstruction of the position of the two electrodes from the three-dimensional MDEFT scans (top left) with orthogonal views (right). At the bottom left the inversion-recovery images show the actual electrodes (double electrode recording).

Figure 13. The neural signal. (a) The comprehensive signal, with its effective values in yellow and the BOLD activation in red. The BOLD response is the average time-series of the voxels within the green circle of the $T_2^*$-weighted image in the inset. The green horizontal bar shows the stimulus presentation period. Black trace, raw; yellow trace, root mean square. (b) A sequence of single action potentials included in the comprehensive signal. The spikes were isolated using statistical methods. Their rate is one of the parameters often compared with the haemodynamic response. In most extracellular recordings, in particular in those conducted with behaving animals, such isolated action potentials commonly reflect the ‘output’ activity of a studied area (see § 5b(v)).
Figure 14. Cortical circuitry. (a) Lateral view of a monkey brain. The section is in the striate cortex. (b) Neuronal types and connections. (c) Model of basic cortical circuitry showing the ‘open field’ arrangement of pyramidal cells. The parallel unidirectional arrangement of apical dendrites facilitates the summation of field potentials by generating strong dipoles (see § 5b(ii)). Abbreviations: CH, chandelier; BA, basket; PY, pyramidal; ST, stellate cells; SA, specific afferents; AA, association afferents; CO, pyramidal cell axons representing cortical output.

Figure 15. The rationale of band separation in extracellular recordings. (a) Isolated action potentials. (b) The average spectrum of these potentials is shown with the blue surface plot. The red and green traces represent the transfer functions of the chosen filters. They correspond to the LFPs and MUA, respectively. Red trace, LFP transfer function; green trace, MUA transfer function; dotted black trace, average spike-spectrum. (c) Top, using the isolated spikes, spike trains were simulated by using the interspike probability distributions measured in the actual experiment. Bottom, the simulated spikes are summed up to obtain artificial MUA. (d) The spectrum of such activity. (e,f) Simulations for pEPSPs.
(ii) *What is measured by the electrodes?*

Almost all physiology studies in conscious animals report extracellular recordings. While the principles at work during the recording of transmembrane electrical events with intracellular electrodes are reasonably well understood, the interpretation of such extracellular recordings often proves very difficult. Most variations in such signals are closely related to the architecture of neuronal sites, making a comprehensive quantitative treatment of this subject enormously complicated.

In the classical treatment of the topic, a neuron is considered to be embedded in an extracellular medium that acts as a volume conductor (Lorente de Nó 1947) (for a detailed review on field potentials see Freeman 1975; for background in biophysics see Aidley 1989; Johnston & Wu 1995; Koch 1999). When the membrane potential between two separate regions of such a neuron is different, there is a flow of current in the neuron matched by a return current through the extracellular path. Active regions of the membrane are considered to act as a current sink and inactive ones as a source for the active regions. Such extracellular field potentials add up linearly and algebraically throughout the volume conductor. Thus, with respect to a remote or indifferent electrode potential, fields generated by, say, two neurons may add to or cancel each other depending upon the relative timing of their action potentials. Synchronous activation of many neurons lying in an array within the brain will result in a large field potential that is very similar to the action potential of a single neuron within that array. At least, that is what would happen if the volume conductor behaved like an ohmic resistor and was isotropic; but in actuality this is not the case. It is actually made up largely of neuronal elements with a comparatively small portion of the total volume occupied by extracellular fluid. The membrane of the neurons ‘adds’ a great deal of capacitance and makes it unlikely that current will flow uniformly in all directions around the neuron. In fact, the orientation of dendrites and axons dramatically influences the summation of the potentials. In other words, although theoretical calculations are useful, understanding the content of the comprehensive signal acquired by the electrode requires systematic experimentation and good knowledge of the microanatomical cortical architecture.

Figure 14b is a schematic drawing of neo-cortex (a section of the primary visual cortex of monkeys illustrated in figure 14a) with some basic neuron types and their interconnections (for comprehensive reviews see Szentagothai 1978; Martin 1988; Lund et al. 1994). The pyramidal cells with their prominent apical dendrites are the principal (projection) neurons, representing the sole cortical output. They project to other brain areas and to the spinal cord, but also have recurrent collaterals projecting locally. They receive input from other pyramidal cells (recurrent input) and from a number of interneurons, including the spiny stellate cells, chandelier cells and the small and large basket cells. Input to the pyramidal cells may also be of thalamic (specific) and cortical (association) origin. The pyramidal cells are highly polarized, and their apical dendrites are always perpendicular to the pial surface of the brain. They are thus an exquisite example of a so-called *open field* geometrical arrangement (figure 14c), because the dendrites face in one direction and the soma in another. This produces strong dendrite-to-soma dipoles when they are activated by synchronous synaptic input. Other neurons are oriented horizontally, and may contribute less efficiently or not at all to the sum of potentials.

If a microelectrode is inserted into a brain site, say at a point in cerebral cortex, the measured potential with respect to a distant site actually reflects many different action potentials of various sizes, some at high amplitudes and others at amplitudes that are barely discriminable from the thermal noise at the electrode tip. The spikes are superimposed on many other waves of lower frequency. Traditionally, the spikes and the slower voltage variations are separated from one another by high- and low-pass filtering, respectively, and this band separation is thought to reflect different types of activity. A filter cut-off of ca. 300–400 Hz is used in most recordings to obtain MUA (above 400 Hz) and (LFPs (below 300 Hz).

(iii) *Origin of LFPs and MUA: the logic of frequency-band separation*

The rationale behind this frequency-band separation can be understood on the basis of some simple theoretical considerations (unpublished simulations). Spikes are fast events lasting only 0.4–0.5 ms and 0.7–1.0 ms for axons and soma, respectively. EPSPs or IPSPs, on the other hand, may last several milliseconds and range from a couple to 100 ms. In other words, they are slow waves. A spectral analysis of these two types of waveforms shows quantitatively that they fall into two different frequency bands. More specifically, individual action potentials in the comprehensive signal can be detected and isolated using a variety of statistical pattern recognition techniques.

Figure 15a shows 392 isolated action potentials. The power spectrum of each spike is computed and the average of these spectra is plotted in figure 15b (dotted black trace). The blue line shows the actual spectrum of the MUA from the same session. Note the similarity between the spectral power distribution of the MUA with that of a single spike waveform. Superimposed on this plot are the frequency responses of the filters used to split the original signal into bands. For our measurements the LFPs (red trace) were extracted by bandpass filtering between 10 and 300 Hz, and the MUA (green trace) by bandpass filtering between 300 and 3000 Hz. It can be seen that the average spectrum of a spike is well within the region thought to represent MUA. The latter is, after all, the result of a summation of many such waveforms (spikes) shifted randomly in time, and it does not substantially change the spectral power distribution, a fact shown by the simulations in figure 15c–d.

In the same vein, the average spectrum of simulated population pEPSPs shows substantially higher energy in the low-frequency range (below 150 Hz) than in the MUA range. The summation of such potentials (figure 15e), even without any synchronicity constraints, yields the spectrum shown in figure 15f. To a large extent, therefore, population EPSPs and MUA are separated in the frequency domain. But the inverse may not be always true, in the sense that a considerable synchronization of spikes exhibiting significant periodicity at different frequencies may yield power in the low-frequency range. However, such intrusion will take the form of single spectral peaks rather than a broad enhancement over the
entire LFP range. All in all, MUA most probably represents the average spiking of small neural populations around the electrode, and LFPs represent the weighted averages of dendrosomatic postsynaptic signals reflecting input activity (afferent or local). The synchronization of input activity facilitates the summation of LFPs, although their slow nature, which itself facilitates summation as well, does not impose strict synchronization constraints.

(iv) Origin of LFP and MUA: experimental evidence

The aforementioned simple theoretical considerations are consistent with experimental work. The extracellular current flow does indeed vary from one recording site to another as a direct function of neuronal size (Nelson 1966), and the magnitude of axonal spikes directly correlates with the size of the transmitting axon (Gasser & Grundfest 1939; Hunt 1951). Furthermore, it has been shown that fast activity (i.e. activity in the ‘MUA range’ mentioned in § 5b(ii)) is a characteristic property of a given brain site (Buchwald & Grover 1970), varying considerably in amplitude from one brain region to another but remaining relatively constant for any particular site (e.g. neocortex versus hippocampus). In combined physiology–histology experiments. Moreover, it was found that homogeneous populations of large cells occur at sites of large amplitude fast activity and vice versa (Grover & Buchwald 1970). Thus, the specificity of the fast activity reflects the magnitude of variation of extracellular spike potentials rather than artefacts such as variations in the recording system, fibre discharge contamination or differences in local tissue impedances. Thus, the large amplitude of fast activity reflects large-amplitude extracellular potentials and small-amplitude fast activity is correlated with small potentials.

Fast MUA can be measured whenever the impedance of the electrode is sufficiently low, so that spikes from single units do not predominate in the signal. Electrodes with exposed tips of ca. 100 μm (impedance from 40 to 120 kΩ), for example, were estimated to record from a sphere of radius equal to 50–350 μm (Grover & Buchwald 1970; Legatt et al. 1980; Gray et al. 1995), whereby the activity from each point within the sphere is weighted by a factor depending on the distance of the point from the tip of the electrode (Nicholson & Llinas 1971). Recent simultaneous intracellular and extracellular tetrode recordings from single neurons showed that the amplitude of the average extracellular spike decreases rapidly as a function of the distance of the tip from the soma, with the largest amplitudes recorded at distances smaller than 50 μm; at distances greater than 140 mm, no extracellular spike activity could be discerned from the background noise (Henze et al. 2000). In conclusion, depending on the recording site and the electrode properties, the MUA most probably represents a weighted sum of the extracellular action potentials of neurons within a sphere of ca. 200–300 μm radius, with the electrode at its centre. Spikes produced by the synchronous firings of many cells can, in principle, be enhanced by summation and thus detected at a larger distance (Huang & Buchwald 1977; Arezzo et al. 1979).

LFPs, on the other hand, were shown to correlate with synaptic interactions and less often with MUA. Initial evidence for this came from combined EEG and intracortical recordings showing that the slow wave activity in the EEG is largely independent of the neuronal spiking (Fromm & Bond 1964, 1967; Ajmone-Marsan 1965; Buchwald et al. 1965). These studies indicated that slow field fluctuations reflect the extent and geometry of dendrites in each recording site and are not correlated with cell size. More recent evidence comes from current-source density analysis and combined field potential and intracellular recordings. The former has indicated that LFPs actually reflect a weighted average of synchronized dendrosomatic components of synaptic signals of a neural population within 0.5–3 mm of the electrode tip (Mitzdorf 1987; Juergens et al. 1999). The upper limits of the spatial extent of LFP summation were indirectly calculated by computing the phase coherence of LFPs as a function of inter-electrode distance in experiments with simultaneous multiple-electrode recordings (Juergens et al. 1996).

Combined intracellular and field potential recordings also indicate a synaptic–dendritic origin for the LFPs. Experiments comparing membrane and network properties typically investigate the phase locking of membrane potential oscillations (rhythmic discharges) to certain frequency bands. Traditionally, low-frequency signal modulations are classified in a number of specific frequency bands initially introduced in the EEG literature (see Elul 1969, 1971; Pedley & Traub 1990). For one, EEG is classified in three distinct groups: rhythmic, arrhythmic and dyrythmic. The first two appear in normal subjects and refer to waves of approximately constant frequency and no stable rhythms, respectively. The latter refers to rhythms or patterns of EEG activity that characteristically appear in patient groups and rarely or never in healthy subjects. Rhythmic EEG is further subdivided into frequency bands known as delta (δ, 0–4 Hz), theta (θ, 4–8 Hz), alpha (α, 8–12 Hz), beta (β, 12–24 Hz), and gamma (γ, 24–40/80 Hz) that are typically characterized by different amplitudes (Lindsay & Wicke 1974; Steriade & Hobson 1976; Basar 1980; Steriade 1991). The classification is based on the strong correlation of each band with a distinct behavioural state. In humans, delta and theta, for instance, are generally associated with sleep and have the largest amplitudes in EEG activity; alpha waves are associated with a state of relaxed wakefulness and beta and gamma with intense mental activity. These last two are characterized by very small amplitudes. Such rhythmic patterns are associated with the thalamocortical loops and are modulated by the ascending network system and basal forebrain (Steriade 1991; Steriade et al. 1993).

Important insights into the origin of LFPs come from studies examining the relationship of activity in any of the frequency bands described in the previous paragraph to changes in the membrane potential of individual neurons. Recently, for instance, the relationship between membrane and network properties of lateral septum neurons to the theta band was studied in the rat hippocampus (Pedemonte et al. 1998). The DB and the MSN are thought to act as θ-rhythm pacemakers, because cells in these nuclei display rhythmic membrane oscillations and bursting discharge patterns (Barrenechea et al. 1995), while lesions of these nuclei abolish this rhythm (Gray & Ball 1970; Apostol & Creutzfeldt 1974). Furthermore, the lateral septum is thought to provide feedback input from
Figure 16. Time-dependent frequency analysis for the population data. (a) Spectrogram of the first 6 s of the neural response averaged over all data. Each time-course is expressed in units of the standard deviation of the prestimulus period. Colour coding indicates the reliability of the signal change for each frequency (SNR). Red and green dashed lines show the LFP and MUA frequency bands, respectively. Mean = 72.96; s.d. = 21.04. (b) Mean LFP (red), MUA (black) and total (light green surface) neural response averaged across all frequencies, together with the BOLD signal (blue). Note that the ‘activity increase’ seemingly occurring before the stimulus presentation is due solely to the windows used to create the spectrograms. The two vertical axes show the difference in the SNR of the neural and BOLD signals. Across all the data a difference of approximately one order of magnitude was found in the reliability of the two signals. From Logothetis et al. (2001), with permission.

Figure 17. Simultaneous neural and haemodynamic recordings from a cortical site showing a transient neural response. (a–c) Responses to pulse stimuli of 24, 12 and 4 s. Pink tint, BOLD; black trace, LFP; green trace, MUA; blue trace, SDF. Note that both single- and multiple-unit responses adapt a couple of seconds after stimulus onset, with LFP remaining the only signal correlated with the BOLD response. The SDF (see § 6b) reflects the instantaneous firing rate of a small population of neurons whose action potential could be identified and isolated during the analysis using standard mathematical methods. Note the covariation of the rate of such isolated spikes with the filtered MUA. From Logothetis et al. (2001), with permission.

interactions within this pathway were investigated by making simultaneous extracellular recordings of LFPs and intracellular recordings of transmembrane potentials from neurons exhibiting rhythmic discharges or phase locking to theta oscillations. The results indicated that the rhythmic discharge patterns of septal neurons are due to synaptic interactions (Pedemonte et al. 1998). Membrane oscillations in lateral septal neurons, for instance, are phase locked to hippocampal theta activity, the amplitude of the former being dependent on the amplitude of the field changes. Furthermore, current injections showed that hyperpolarization increases and depolarization decreases the amplitude of oscillations, indicating that EPSPs may
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Figure 18. The measured LFP response as well as the measured and estimated BOLD response. (a) Pulse = 3 s; contrast = 100%; (b) pulse = 6 s; contrast = 100%; (c) pulse = 12 s; contrast = 100%; (d) pulse = 24 s; contrast = 100%. The grey trace is the measured LFP signal; the blue trace is the measured BOLD and the red trace is the estimated BOLD. Residual analysis showed an increased error for a longer pulse duration. Visual inspection of the data from a 24 s long stimulus presentation revealed greatly increased residuals after the initial ramp of the BOLD response, suggesting the existence of nonlinearities not captured by the Wiener-Kernel analysis applied here to the data.

make a greater contribution to the generation of periodicity than IPSPs (Pedemonte et al. 1998).

Similar conclusions were drawn in combined intra- and extracellular recordings in invertebrates. The antennal lobe of locust has a mixed population of projection and local (inter-) neurons (for a review see Laurent et al. 2001). The former are excitatory and project to the MB and lateral protocerebral lobe; the latter are inhibitory. Neither class has intrinsic oscillatory properties, and both show rhythmic activity patterns only during natural (odour) or electrical stimulation. Simultaneous recordings from the antennal lobe and the MB showed that stimulation evokes reproducible, phase locked 20–30 Hz oscillations in the membrane of PNs and the LFPs of MB neurons (Wehr & Laurent 1999). Here, too, paired intracellular recordings and pharmacological manipulations indicate that to a large extent LFP changes originate in the synaptic interactions within the antennal lobe.

But rhythmic activity related to some of the EEG frequency bands has also been reported for the spiking principal neurons. Many pyramidal neurons in layer 5 of the neocortex show prolonged, 5–12 Hz rhythmic firing patterns due to intrinsic membrane properties such as sodium conductance, which is essential for rhythmicity, and calcium-dependent conductance, which strongly modifies it (Silva et al. 1991). Although synaptic networks of intrinsically rhythmic neurons may still be the origin of the synchronized cortical oscillations, spiking activity—in this case—will be tightly correlated with the LFPs and will contribute to the modulation of their amplitude. Similar behaviour has been reported for a biophysically distinct class of pyramidal cells (chattering cells) in the superficial cortex layers of cats (Gray & McCormick 1996). Their oscillatory behaviour (20–60 Hz), accompanied by periodic changes in the membrane potential, is induced in response to suprathreshold depolarizing current injection or visual stimulation, and is absent during periods of spontaneous activity. Oscillations were also observed in the peripheral olfactory system of insects (locust, Schistocerca americana) (Laurent & Davidowitz 1994), the olfactory cortex of rats and rabbits (Granger & Lynch 1991), and the somatosensory cortex of monkeys (Mountcastle et al. 1990; Ahissar & Vaadia 1990; Recanzone et al. 1992; Romo & Salinas 1999). New insights into their generation, as well as into intracortical processing in general, came from the study of inhibitory networks in hippocampus (Buzsaki & Chrobak 1995; Kandel & Buzsaki 1997; Kocsis et al. 1999).
In conclusion, MUA is obtained by bandpass filtering of the comprehensive neural signal in a frequency range of 400 to a few thousand Hz, and it represents the weighted average of the spiking activity within a sphere of approximately one-third of a millimetre radius with the microelectrode at its centre. It most probably includes dendritic spikes and activity from interneurons. LFPs, on the other hand, predominantly reflect synaptic events, including synchronized afferent or local spiking activity. They are obtained by low-pass filtering the signal to permit frequencies below 300 Hz, or by bandpass filtering it between 10 and 300 Hz, to exclude the sleep-related slow oscillations or changes due to anaesthesia. Spatial summation of LFPs occurs within a couple of millimetres from the electrode tip.

(v) Spike rates of single units in extracellular recordings reflect cortical output activity

Although LFP and MUA activity conveys important information regarding the role of small neuronal populations in sensory processing or behaviour, most neurophysiological studies, in particular those in behaving animals, concentrate on the activity of isolated single units. It is therefore worth considering the question of which neuronal types are usually reported in such experiments. The frequency with which certain neuronal types appear in extracellular recordings depends on their relative density, the size of their spikes, electrode properties and the stability of the recordings. For equivalent transmembrane action potentials, the discharge of a large neuron generates a substantially greater flow of membrane current and a larger extracellular spike than a small cell, and the resulting extracellular field remains above recording noise levels over a greater distance. Theoretically, one would expect larger neurons (cells with 20–30 μm diameter or greater) to generate a potential of 100 μV or more within a 100 μm diameter sphere with the electrode tip at its centre (Rall 1962). It follows that spikes generated by such large neurons may remain above the noise level over a greater distance from the cell than do spikes from small neurons, and thus microelectrodes are likely to sample their somas or axons preferentially. In addition, recordings from such neurons tend to be less sensitive to small motions, a quality which is critical for the stability of recordings in the alert behaving animal. Smaller neurons require the electrode tip to lie considerably closer to that neuron than to any other active ones of comparable size. If the tip is too close, it will usually injure a small cell, and if it is too far away, it becomes difficult to isolate the cell. Thus, the measured spikes represent very small neuronal populations of one or just a few isolated large cells, that in the cortex are by and large the principal cells (e.g. pyramidal cells in the cerebral cortex and Purkinje neurons in the cerebellar cortex).

Various investigators have also demonstrated such a microelectrode sampling bias experimentally. In a systematic study, Towe & Harding (1970) stimulated the PTNs of cats at the medullar level with stimulus intensities that would activate all the axons in the pyramidal tract, and computed the distribution of conduction speeds and the expected latencies by simultaneously recording in the pericruciate cortex. They then compared these distributions with those expected on the basis of the histological fibre spectrum, namely from the distribution of ‘axon sizes’. They found that although the pyramidal tract of cats consists mainly of small axons (low-conduction speed and thus long latencies), the latencies obtained during the experiment (antidromic response latencies) were mostly short (around 1 ms). Due to the fact that all the axons were stimulated, they indicated that a bias towards neurons with large bodies is evident in extracellular recordings. A similar electrode bias was reported in the monkey PTN system (Humphrey & Corrie 1978).

It follows that the vast majority of experiments employing extracellular recordings report on the activity of principal cells, namely on the output of a cortical area related to a given stimulus or task. This is particularly true for experiments in the alert, behaving animal or human (Fried et al. 1997; Kreiman et al. 2000a,b), during which even slight movements make holding smaller neurons for a sufficiently long time an extremely difficult task. Furthermore, recording from interneurons (e.g. inhibitory cells) is often very difficult as well, for their response is often uncorrelated to the stimulus or behaviour state of the animal.

6. THE NEURAL ORIGIN OF BOLD RESPONSE

(a) Magnitude changes in LFPs and MUA during visual stimulation

The contribution of MUA and LFP signals to the haemodynamic response was examined by applying time-dependent frequency analysis to the raw data. Typically, after stimulus presentation a transient increase in power was observed across all frequencies, followed by a lower level of activation that was maintained for the entire duration of the stimulus presentation. A prominent characteristic in all spectrograms was a marked stimulus-induced increase in the magnitude of the LFP, which was always larger than that observed for MUA. A decrease in neural activity was also observed immediately after the termination of the stimulus.

To confirm these results a spectrogram was computed across all the scans for the first 6 s of the neural response averaged over all the data collected during 6, 12, 12.5 and 24 s-long stimulus presentation (figure 16). The time series at each frequency is expressed in units of standard deviation (s.d.) of the activity in the prestimulus period and therefore represents the SNR of the response at that frequency. The average LFP and MUA responses were computed as the mean vector of the time-series in the frequency regions 40–130 Hz (red dashed lines) and 300–1500 Hz (green dashed lines). Figure 16b shows these mean curves together with the total average over all frequencies and the BOLD responses for all data in s.d. units. Note the marked difference in SNR (scale of the vertical axes) between the neural and the BOLD signals. Such a difference can, in principle, result in statistical rejection of the activation of various regions during mapping experiments, despite the fact that the underlying neural activity is highly robust and significant.

(b) Adaptation reveals BOLD response without MUA

A fraction of all multi-unit responses were found to be transient; they showed an initial increase in amplitude and
then returned to the baseline within 2–4 s. Figure 17 illustrates simultaneous recordings of haemodynamic responses, LFPs and transient single-unit activity and MUA in the striate cortex. As can be seen, both the SDF, representing the instantaneous firing rate of one or a few neurons whose spike waveform could be identified, and the MUA show strong adaptation, returning to the baseline ca. 2.5 s after stimulus onset. By contrast, the activity underlying the LFPs remains elevated for the entire duration of the visual stimulus. There was no single observation period or recording site for which the opposite result was observed, namely a highly correlated MUA signal and an uncorrelated or missing LFP signal. Similarly, we never observed MUA that was larger in magnitude than the measured LFP activity magnitude, or that the MUA–SNR ratio was higher than the LFP–SNR ratio. These findings indicate that BOLD activation may reflect the neural activity related to the input and the local processing in any given area rather than the output spiking activity.

(c) LFP activity predicts the BOLD response better than MUA

In a linear system, the relationship between input and output can be characterized completely by the haemodynamic impulse response function. Although the constraint of linearity may not apply to the haemodynamic system under all stimulation conditions, we initially applied linear system analysis to examine the relationship of the BOLD fMRI signal to the different types of neural activities. Correlation analysis was applied to both the measurements obtained during visual stimulation and the measurements of spontaneous activity. The impulse response of the system is the cross covariance function of the neural and BOLD responses. The estimated impulse response functions were used to convolve the LFP and MUA responses to various stimuli. Figure 18 shows the neural responses as well as the measured and estimated BOLD responses for four different stimulus durations. Residual analysis showed increased errors (in the least-square sense) for longer pulse durations. Simple visual inspection of the data from the 24 s long stimulus presentation (figure 18d) shows greatly increased residuals after the initial ramp of the BOLD response, indicating the existence of nonlinearities not captured by the Wiener–Kernel analysis applied here to the data. Deconvolution of the BOLD response (figure 19) showed that estimation of the neural response is relatively accurate for low-temporal frequencies (up to 0.16 Hz). Increasing temporal frequency strongly increased the residuals. For stimulation frequencies higher than 0.21 Hz, reconstruction of the neural response was not possible (figure 19c,d). Moreover, residual analysis similarly showed lower errors (in the least-square sense) overall in LFP-based estimates than in estimates based on MUA responses. Figure 20a plots the distribution of determination coefficients (normalized residuals) for BOLD estimates from LFP and MUA using impulse functions computed from the LFP–BOLD and MUA–BOLD covariance, respectively. The LFP accounted for ca. 7.6% more of the variance in the fMRI responses than the MUA. The difference, although small, was statistically significant. Finally, residuals were found to vary in a similar manner for both LFP and MUA (figure 20b).

(d) BOLD signal and cortical activity: input, local processing and output

Taken together, these results indicate that changes in the LFPs relate better to the evolution of the BOLD signal than those of the spiking activity of single or multiple neurons. I have already discussed the rationale behind LFP–MUA band separation and the reason the former is thought to represent cortical input and local, intracortical processing and the latter the weighted sum of spiking activity. With these arguments in mind, the results of the combined physiological and fMRI experiments indicate that the BOLD signal mainly reflects the incoming specific or association inputs into an area, and the processing of this input information by the local cortical circuitry (including excitatory and inhibitory interneurons). Naturally, in most cases such activity will be closely related to the output of that area. Incoming signals are processed and usually cause activation of the area’s projection neurons. However, in cases in which the incoming signals are modulatory, or the projection neurons are inhibited by local interneurons, spiking activity measured with microelectrodes will be a poor predictor of the BOLD response. A number of experiments demonstrate the plausibility of this argument.

In a recent study, Tolias et al. (2001) used an adaptation technique (Grill-Spector et al. 1999; Kourtzi & Kanwisher 2001) to study the brain areas processing motion information. They repeatedly imaged a monkey’s brain while the animal viewed continuous motion in a single, unchanging direction. Under these conditions, the BOLD response gradually became smaller as the visual neurons adapted to the unchanging stimulation. When the direction of motion was abruptly reversed, the measured brain activity immediately showed a partial recovery or rebound. The extent of this rebound was considered to be an index of the average directional selectivity of neurons in any activated area.

The results confirmed previous electrophysiological studies revealing a distributed network of visual areas in the monkey that process information about the direction of motion of a stimulus. In fact, BOLD signal increases were found in a number of visual areas, including V1, V2, V3 and V5 (MT). The results also confirmed previous fMRI studies providing indirect evidence of interactions between directionally selective neuronal populations in human area MT by measuring BOLD activity during the motion after-effect (Tootell et al. 1995; He et al. 1998). What came as a surprise, however, was the strong activation of area V4. Single-unit recordings have repeatedly demonstrated the very weak involvement of this area in motion processing (e.g. Desimone & Schein 1987). BOLD fMRI, alternatively, indicated that the rebound activity, and thus the sensitivity of this area, is as pronounced as that of the area V5 (see figure 21).

An explanation of this result is possible based on the arguments developed earlier. Areas V4 and MT are extensively interconnected (Felleman & Van Essen 1983; Maunsell & Van Essen 1983; Ungerleider & Desimone 1986; Steele et al. 1991), yet the properties of MT neurons differ considerably from those of V4. What purpose
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Figure 19. Deconvolution of the BOLD response. Estimation of the neural response was relatively accurate for low-temporal frequencies (0.16 Hz). Increasing the temporal frequency strongly increased the residuals; with frequencies higher than 0.21 Hz reconstruction of the neural response no longer being possible. Area plots show measured neural responses. The grey trace is the measured LFP signal, the blue trace is the measured BOLD and the red trace the estimated neural response. (a) Flicker rate = 0.16 Hz, contrast = 100%; (b) flicker rate = 0.21 Hz, contrast = 100%; (c) flicker rate = 0.25 Hz, contrast = 100%; (d) flicker rate = 0.4 Hz, contrast = 100%.

An exquisite example of dissociation between intracortical processing and output of a brain structure was recently offered by Mathiesen et al. (1998, 2000), who demonstrated that both LFPs and CBF can increase at the same time that spiking activity ceases. These investigators stimulated the parallel fibres of cerebellum while recording Purkinje cell activity. Purkinje cells are the projection neurons of cerebellum and represent the only output of the structure. They form the Purkinje cell layer that is sandwiched between the molecular and granular layers. The input to the cerebellar cortex consists of the mossy and climbing fibres. The granule cells are at the ‘input’ side. Their axons ascend to the molecular layer where they bifurcate in a T-shape to give rise to the parallel fibres, that run strictly parallel to the axis of the folium. These axons can be selectively stimulated with a bipolar electrode using small currents. Their stimulation causes monosynaptic excitation of the Purkinje cells and disynaptic inhibition of the same neurons through the basket cells. The net effect is an inhibition of the Purkinje cells’ spike activity, although at the same time synaptic activity may be increased. Mathiesen et al. (1998) actually demonstrated exactly this by measuring LFPs, single-unit activity and changes in cerebral flow. Both LFPs and CBF were found to increase when the spiking activity ceased.

Interestingly a very early indication that the top–down modulation of activity in a sensory area resulting from its massive feedback inputs may cause greater changes in cerebral circulation than the activity elicited by a simple sensory stimulus came from the clinical study mentioned in § 2. After many studies, during which the bruit from does the extensive interconnectivity serve? The visual system combines a large number of attributes into unified percepts. Areas related to motion, colour or form will certainly be coactivated and signal the presence of a single moving object under normal viewing conditions. Although they process separate stimulus properties, each area may be influencing the sensitivity of the others by providing some kind of ‘modulatory’ input, which in and of itself is insufficient to drive the pyramidal cells recorded in a typical electrophysiology experiment. BOLD fMRI in such cases will reveal significant activation and will appear to provide results that do not match those of neurophysiology. In this manner a number of experiments in monkeys appear to be inconsistent with fMRI experiments employing the same tasks or stimulation conditions (Tong et al. 1998; Gandhi et al. 1999; Polonsky et al. 2000; Kastner & Ungerleider 2000) (see also review by Blake & Logothetis (2002)), as the synaptic activity produced by lateral or feedback input is visible with imaging but not always with single-unit recordings. A good example is the measurement of the effects of spatial attention on neural activation. Attentional effects on the neurons of striate cortex have indeed been very difficult to measure in monkey electrophysiology experiments (Luck et al. 1997; McAdams & Maunsell 1999). However, for similar tasks strong attentional effects have been readily measurable with fMRI in human V1 (Tong et al. 1998; Gandhi et al. 1999; Kastner & Ungerleider 2000). In addition, attentional effects in area V4 were found to be considerably larger in human fMRI than monkey electrophysiology (Kastner et al. 1998; Ress et al. 2000).
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Figure 20. (a) Distribution of the coefficient of determination ($r^2$) of LFP (pink) and MUA (grey). The $r^2$-values for LFP were significantly higher than for MUA. The plot includes data collected with pulse stimuli of 24, 12, 6 and 4 s, with $N = 460$, LFP mean = 0.521, LFP mode = 0.672, MUA mean = 0.410 and MUA mode = 0.457. (b) Covariation of the estimation error. The right plot is a magnified section of the left scatter plot.

Figure 21. A visual adaptation paradigm was used to localize visual areas that process information about the direction of motion (modified from Tolias et al. (2001)). The BOLD signal in area V5 (MT) adapted more quickly than in V1, reflecting the difference in motion processing between these areas. Surprisingly, area V4 showed adaptation as strong and as fast as area V5, which is characterized by a much larger number of directional neurons.

(e) LFPs and energy budget

It should be noted that the greater contribution of LFP activity to the fMRI signal is consistent with recent findings regarding the bioenergetics underlying this signal. It has been shown that neural activity and energy metabolism are closely coupled (see Sokoloff 1989). Recent studies show that a quantitative relationship can actually be established between imaging signals and the cycling of certain cerebral neurotransmitters (Shulman & Rothman 1998; Magistretti et al. 1999; Rothman et al. 1999), as synaptic activity is tightly coupled to glucose uptake (Pellerin & Magistretti 1994; Takahashi et al. 1995). More
specifically, stoichiometric studies using NMR spectroscopy indicate that the utilization of Glu, the dominant excitatory neurotransmitter of the brain (ca. 90% of the synapses in GM are excitatory; Braiden & Schuez 1998), is equal to the rate at which this molecule is converted to Gln in the brain (Sibson et al. 1998). The Glu to Gln conversion occurs in the astrocytes and the required energy is provided by glycolysis. Astrocytes are specialized glia cells which are massively connected with both neurons and the brain’s vasculature, and are enriched in glucose transporters. The transporters are driven by the electrochemical gradient of Na⁺; for this reason there is a tight coupling between Glu and Na⁺ uptake. Both Glu to Gln conversion and Na⁺ restoration require ATP. Gln is subsequently released by astrocytes and taken up by the neuronal terminals to be reconverted to Glu (for review see Magistretti & Pellerin 1999). Calculations based on these findings indicate that the energy demands of glutamatergic neurons account for 80–90% of total cortical glucose usage in rats (Sibson et al. 1998) and humans (Pan et al. 2000).

In addition, electrical microstimulation experiments have indicated that glucose utilization mainly reflects presynaptic activity. In such experiments the increase in glucose utilization is assessed during orthodromic and antidromic stimulation, with the former activating both pre- and postsynaptic terminals and the latter activating only postsynaptic terminals. Increases were only observed during orthodromic stimulation (Kadekaro et al. 1985; 1987; Nudo & Masterton 1986) (for review see Jueptner & Weiller 1995). Taken together, these results indicate that the lion’s share of brain energy consumption is due to presynaptic activity (restoration of gradients) and neurotransmitter cycling.

Recent calculations have challenged the notion that presynaptic activity is the major energy consumer in the brain (Attwell & Laughlin 2001). These investigators drew up an energy budget by recalculating the contribution of presynaptic activity, but also computing the energy required to restore all gradients changed by postsynaptic activity and action potentials. In their budget, that is based on computations of the number of vesicles released per action potential, the number of postsynaptic receptors activated per vesicle released, the metabolic consequences of activating a single receptor and changing ion fluxes, and neurotransmitter recycling, the largest portion of energy expenditure is attributed to the postsynaptic effects of Glu (ca. 34% of the energy in rodents and 74% in humans is attributed to postsynaptic events, mainly excitatory postsynaptic currents). Both pre- and postsynaptic currents are dominant elements of the LFPs, which—as mentioned in the previous paragraph—were indeed found to correlate best with the haemodynamic changes in the cerebral and cerebellar cortex.

7. CONCLUSION

In conclusion, the results of simultaneous fMRI and electrophysiological recordings presented here clearly show that the BOLD contrast mechanism directly reflects the neural responses elicited by a stimulus. Moreover, to a first approximation, BOLD responses and neural responses are shown to have a linear relationship for stimulus presentation of short duration. Neural signals are characterized by considerably higher SNR than the haemodynamic response, indicating that the extent of activation in human fMRI experiments is very often underestimated to a significant extent due to the variation in the vascular response. Finally, the haemodynamic response appears to be better correlated with the LFPs, implying that activation in an area is often likely to reflect the incoming input and the local processing in a given area rather than the spiking activity. While it is reasonable to expect that output activity will usually correlate with neurotransmitter release and pre- and postsynaptic currents, when input into a particular area plays what is primarily a modulatory role, fMRI experiments may reveal activation in areas in which no single-unit activity is found in physiological experiments.
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GLOSSARY

2DG: [14C]deoxyglucose
BOLD: blood-oxygen-level-dependent
CBF: cerebral blood flow
CBV: cerebral blood volume
CMR: cerebral metabolic rate
CNR: contrast-to-noise ratio
DB: diagonal band of Broca
dHB: deoxyhaemoglobin
EEG: electroencephalography
EPSP: excitatory postsynaptic potential
EPI: echo planar imaging
FID: free induction decay
FLASH: fast low-angle shot
fMRI: functional magnetic resonance imaging
FOV: field of view
Gl: glutamine
Glu: glutamate
GM: grey matter
IPSP: inhibitory postsynaptic potential
LGN: lateral geniculate nuclei
LFP: local field potential
MB: mushroom body
MDEFT: modified driven equilibrium Fourier transform
MR: magnetic resonance
MRI: magnetic resonance imaging
MRS: magnetic resonance spectroscopy
MSN: medial septum nuclei
MT: middle temporal visual area
MUA: multi-unit activity
NMR: nuclear magnetic resonance
PET: positron emission tomography
PTN: pyramidal tract neuron
RF: radiofrequency
ROI: region of interest
SDF: spike-density function
SNR: signal-to-noise ratio
WM: white matter